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Functional cerebral asymmetries (FCAs) are an important modulator of cognitive functions. Here, we
investigated the temporal and spectral dynamics as well as the cortical networks underlying the lateralized
modulation of executive functions related to response inhibition. To this end, we recorded event-related
potentials (ERPs) during tachistoscopic presentation of verbal ‘Go’ and ‘Nogo’ stimuli in the left (LVF) and the
right visual field (RVF).
Participants committed fewer false alarms to verbal Nogo stimuli presented in the RVF than to stimuli
presented in the LVF. This asymmetry was paralleled by neurophysiological data. The Nogo-N2 and related
delta frequency band power were stronger when response inhibition was driven by stimuli presented in the
LVF, implying a stronger response conflict. This effect was mediated by stronger activations in bilateral
medial-prefrontal and especially left parietal networks. This shows that asymmetries in behavioural
performance do not necessarily reflect differences in the overall capability of one hemisphere to solve a task.
Even though information is initially confined to one hemisphere after tachistoscopic presentation, this does
not primarily cause behavioural asymmetries. Instead, hemispheric dominances in information processing
can induce differences in demands on cognitive processes operating via bilateral networks that ultimately
drive behavioural asymmetries.

© 2011 Elsevier Inc. All rights reserved.

Introduction

The inhibition of prepotent responses is an important instance
of action selection processes and is mediated by basal ganglia and
prefrontal cortical structures (e.g. Beste et al., 2010a; Chudasama and
Robbins, 2006). Response inhibition is commonly assessed with Go/
Nogo task. In these tasks, response inhibition is driven by different
types of stimuli. Participants are asked to respond to one of the stimuli
(Go) by pressing a key, whereas they have to refrain from responding
when the other stimulus (Nogo) is presented (e.g. Garavan et al., 2002;
Falkenstein, 2006). In this respect response inhibition performance,
as well as the efficacy of executive functions in general, is influenced
by information processing in the bottom-up channel (e.g. Knudsen,
2007). However, depending on the nature of stimuli, one hemisphere
is more efficient in processing than the other (Hugdahl, 2000). A well-
known example for these functional cerebral asymmetries (FCAs) is
the relative dominance of the left hemisphere for processing of
verbal stimuli in most individuals (e.g. Hugdahl, 2000; Corballis,
2003; Hirnstein et al., 2008; Westerhausen and Hugdahl, 2008). On a
purely behavioural level, Measso and Zaidel (1990) showed that

FCAs influence response inhibition performance. They observed a
right visual field (RVF) advantage for response inhibition accuracy,
reflecting a left-hemispheric dominance for the processing of verbal
stimuli (Measso and Zaidel, 1990). However, the temporal and
neuronal dynamics of brain areas underlying the modulation of
response inhibition processes by FCAs are elusive so far, but are most
essential in developing models how asymmetries modulate executive
functions. To investigate these processes, event-related potentials
(ERPs) provide a powerful tool to examine various aspects of the
neurophysiology underlying the modulation of response inhibition by
FCAs.

In ERP studies, two components supposed to reflect different
sub-processes of response inhibition are typically observed: The Nogo-
N2 and the Nogo-P3 (Falkenstein et al., 1999; Bokura et al., 2001). The
Nogo-N2 is supposed to reflect either pre-motor inhibition (Falkenstein
et al., 1999) or response conflict (Nieuwenhuis et al., 2003). For
example, Nieuwenhuis et al. (2003) investigated response inhibition
in a Go/Nogo task, in which the relative frequency of Go and Nogo-
stimuli was varied. Consistent with the conflict hypothesis, the N2 was
observed on both Go and Nogo trials and was augmented for rare
stimuli, irrespective of whether these stimuli were associated with
generation or inhibition of a response. The Nogo-P3 seems to be related
to the evaluation of successful inhibitory processes (Band and van
Boxtel, 1999; Roche et al., 2005; Beste et al., 2008a, 2009a). This
interpretation is due to the fact, that the P3 peaks too late after the
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reaction itself to directly reflect response inhibition: For example, Roche
et al. (2005) found that the P3 occurred over 100 ms after the mean
response latency in a Go/Nogo task.

In order to investigate how FCAs affect the efficacy of response
inhibition processes we compared response inhibition processes
driven by verbal stimuli presented in the RVF against left visual field
(LVF) presentation of the same stimuli. The Nogo-N2 and Nogo-P3
should be affected by FCA-dependent differences in the efficacy of
response inhibition. Consequently, brain regions that have been
linked to the Nogo-N2 and Nogo-P3, like the anterior cingulate cortex
(ACC) (van Veen and Carter, 2002; Nieuwenhuis et al., 2003;
Ridderinkhof et al., 2004b; Bekker et al., 2005; Beste et al., 2008a;
Wascher and Beste, 2010; Beste et al., 2009b), the pre-supplementary
motor area (pre-SMA, BA6) (Rushworth et al., 2004) as well as the
superior and inferior frontal cortex (Konishi et al., 1998; Beste et al.,
2008b) may show FCA-dependent activation differences. Interesting-
ly, some evidence suggests that in cases with elevated demands on
conflict processing capacities, the superior and inferior parietal cortex
(i.e., BA7 and BA40) (Gothelf et al., 2007) are additionally recruited.
Thus, response inhibition processes reflected by the Nogo-N2 may
also show FCA-dependent activation differences in these brain areas.

Aside from ERP components, processes of neural oscillations are
assumed to provide important insights into neuronal mechanisms
underlyingmodulations of cognitive functions (e.g. Varela et al., 2001;
Roach and Mathalon, 2008; Sauseng and Klimesch, 2008). For
cognitive control processes (i.e., error monitoring) time–frequency
analyses have shown that especially oscillations in the delta frequency
band are empowered in cases, where demands on cognitive control
and behavioural monitoring are increased (e.g. Yordanova et al., 2004;
Beste et al., 2007, 2010b). In addition, plenty of evidence suggests that
the alpha frequency band may also be relevant for the cognitive
processes assessed in the present study. In particular, these studies
have shown that a large resting or reference alpha power is positively
associated with performance (Doppelmayr et al., 2002; Klimesch
et al., 2000) whereas during actual task performance, low power is
related to good performance (e.g., Doppelmayr et al., 2005; Klimesch
et al., 1997). Moreover, there are also clinical studies which provide
evidence supporting the view that alpha-rhythms are relevant for
inhibiting irrelevant information (for a review see Klimesch et al.,
2007).We therefore investigated these different frequency bands (i.e.,
delta, theta and different frequencies within the alpha range) to
elucidate, which of the frequency bands may mostly be affected by
FCA-dependent differences in the efficacy of response inhibition
processes.

Materials and methods

Subjects

Thirty neurologically healthy volunteers (15 male and 15 female)
with a mean age of 24.4 years (range 20–34) participated in the
present study. Handedness was tested with the Edinburgh handed-
ness inventory (Oldfield, 1971). This questionnaire yields a laterality
quotient with a range between +100 and−100, with positive values
indicating right handedness and negative values left handedness. All
participants were right-handed (mean laterality quotient 93.78;
range 62.50–100). They gave written informed consent and were
treated in accordance with the declaration of Helsinki. The study was
approved by the Ethics Committee, Ruhr-University of Bochum.

Experimental paradigm

A Go/Nogo task was used to measure response inhibition to
verbal stimuli that were presented tachistoscopically on a 17 inch
CRT computer monitor. Participants had to react to ‘Go’-stimuli by
pressing a key on a custom-made reaction-pad with the index finger

of their dominant right hand and to refrain from pressing the key after
a ‘Nogo’-stimuli was presented. The word ‘DRÜCK’ (German for
‘press’) was used as ‘Go’-stimulus, whereas theword ‘STOPP’ (German
for ‘stop’) was used as ‘Nogo’-stimulus (Beste et al., 2010c). Overall,
the experiment consisted of 640 trials, with 440 of the trials being ‘Go’
and 200 being ‘Nogo’ trials. In half of the trials stimuli were presented
in the left visual field (LVF), in the other half in the right visual
field (RVF). At the beginning of the experiment, participants were
instructed to place the head on a chin rest placed at a distance of
57 cm from the monitor. Under this condition 1 cm on the screen
represents 1° of visual angle. Subjects had to fixate a black fixation
cross that was presented in the middle of the screen throughout the
experiment. Each trial started with the tachistoscopic presentation of
the stimulus for 185 ms. Afterwards, the central fixation cross was
presented for 365 ms. Time pressure was administered by asking
participants to react within this 550 ms time period after the stimulus
first appeared (Beste et al., 2009b). The inter-trial interval was
randomised between 850 and 1050 ms. Only the central fixation cross
was presented during this interval.

EEG recording and analysis

During the task the EEG was recorded from 65 Ag–AgCl electrodes
and standard positions (FCz, FP1, FP2, F7, F3, F4, F8, FC5, FC1, FC2, FC6,
T7, C3, Cz, C4, T8, TP9, CP5, CP1, CP2, CP6, TP10, P7, P3, Pz, P4, P8, PO9,
O1, Oz, O2, PO10, AF7, AF3, AF4, AF8, F5, F1, F2, F6, FT9, FT7, FC3, FC4,
FT8, FT10, C5, C1, C2, C6, TP7, CP3, CPz, CP4, TP8, P5, P1, P2, P6, PO7,
PO3, POz, PO4, PO8). Electrode Cz was used as primary reference. The
sampling rate of all recordings was 500 samples/s, applying a filter
bandwidth 0–80 Hz to the EEG. Electrode impedances were kept
below 5 kΩ. Filtering was applied in the band-pass from 0.5 to 20 Hz
(48 dB/oct). Before further processing, the filtered data were visually
inspected and all trials contaminated by technical artefacts were
rejected. Horizontal and vertical eye movements, as well as pulse-
artefacts, were then corrected using an independent component
analysis (ICA) applying the Infomax algorithm. The ICA was applied
to the un-epoched data set. In the epoched data artefact rejection
procedures were applied automatically. The rejection criteria were a
maximum voltage step of more than 50 μV/ms, a maximal value
difference of 200 μV in a 200 ms interval or activity below 0.1 μV. The
overall amount of trials rejected by this procedure was below 5% of all
trials in each condition and each EEG-channel.

To achieve a reference-free evaluation, all data analyses (peak and
latency quantification) were performed after calculation of current
source density (CSD) of the signals (Perrin et al., 1989). The CSD
transform replaces the potential at each electrode with the current
source density, thus eliminating the reference potential. The algo-
rithm applies the spherical Laplace operator to the potential
distribution on the surface of the head. Since the potential distribution
is only known for the electrodes used, the procedure of spherical
spline interpolation is employed to calculate the continuous potential
distribution. The exact mathematical procedure is explained in detail
in Perrin et al. (1989). For statistical analysis amplitudes were
quantified post to filtering relative to a baseline extending from
200 ms before stimulus presentation until stimulus onset. Stimulus-
locked averaging was triggered at the time point when the Go or
Nogo-stimulus was presented. This time point was set to zero. For the
time-domain analysis epochs had a length of 1200 ms (1000 ms post-
stimulus presentation). Subsequent to averaging N2 and P3 ampli-
tudes in Go- and Nogo-trials were evaluated relative to baseline using
the accurate trials. The choice of electrodes used for amplitude and
latency quantification was oriented at the scalp topography of the
Nogo-N2 and Nogo-P3 components as revealed by the data. On the
basis of the topographies (see Results section) the N2 amplitudes and
latencies were quantified at electrodes FCz, Fz and Cz and P3
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potentials on Go and Nogo trials were quantified at electrodes FCz and
Pz (Beste et al., 2010d).

sLORETA analysis

Based on the above epochs, source localisation was carried out
for components that differed between left and right hemispheric
stimulation using sLORETA (Pascual-Marqui, 2002). LORETA (Pascual-
Marqui et al., 1999) is a tomographic technique that gives a single
solution to what is known as the inverse problem of location of
cerebral sources (Marco-Pallares et al., 2005). sLORETA is a new
version of LORETA. The main difference is that sources are estimated
on the basis of standardised current density (Pascual-Marqui, 2002)
allowing a more precise source localisation than the older LORETA-
method (Pascual-Marqui, 2002). The intracerebral volume is parti-
tioned in 6239 voxels at 5 mm spatial resolution. Briefly, sLORETA
calculates the standardised current density at each of the 6239 voxels
in a realistic head model (Fuchs et al., 2002) using the MNI152
template (Mazziotta et al., 2001) with the three-dimensional solution
space restricted to cortical gray matter. This calculation is based
upon a linear weighted sum of the scalp electric potentials. sLORETA
estimates the underlying sources under the assumption that neigh-
bouring voxels should have a maximally similar electrical activity
(see also: Fallgatter et al., 2003). The voxel-based sLORETA-images
(Pascual-Marqui, 2002) were compared between the stimulation
condition in the left and right visual half-field using the sLORETA-
built-in voxel-wise randomisation tests (5000 permutations) based
on statistical non-parametric mapping (SnPM) (for details see:
Holmes et al., 1996), corrected for multiple comparisons. In the
current study, the voxels with significant differences (pb0.01) were
located in specific brain regions with Brodmann areas (BA) and MNI
coordinates being provided. sLORETA has mathematically been
proven to achieve a reliable localisation of possible underlying
sources (Greenblatt et al., 2005; Sekihara et al., 2005). Furthermore
sLORETA has been validated in simultaneous EEG/fMRI studies (e.g.
Olbrich et al., 2009).

Time–frequency decomposition

For the time–frequency (TF) decomposition epochswere extended
ranging from−2000 ms till 2000 ms to allow a reliable measurement
of even slow oscillations (e.g. delta frequency band). The time point of
stimulus presentation was set to time point zero. The longer epochs
for the TF-analysis were constructed to allow a reliable measurement
of even slow oscillating components (e.g. delta and theta frequency).
TF analysis of the potentials was performed by means of a continuous
wavelet transform (CWT) with Morlet wavelets as basis functions
after the data was CSD-transformed. In the TF-analysis, the TF energy
on stimulus presentation was analysed by means of a modification
of a method described previously (e.g., Tallon-Baudry et al., 1997).
Complex Morlet wavelets w can be generated in the time domain for
different frequencies, f, according to the equation:

w t; fð Þ = A exp −t2 = 2σ2
t

� �
exp 2iπftð Þ;

where t is time, A = σ t
ffiffiffi
π

p� �−1=2, σt is the wavelet duration, and i =ffiffiffiffiffiffiffiffi
−1

p
. For analysis and TF-plots, a ratio of f0/σf=5.5 was used, where

f0 is the central frequency and σf is the width of the Gaussian shape in
the frequency domain. The analysis was performed in the frequency
range 0.5–20 Hz with a central frequency at 0.5 Hz intervals. For
different f0, time and frequency resolutions can be calculated as 2σt

and 2σf, respectively. σt and σf are related by the equation σt=1/
(2πσf). For example, for f0=3 Hz, 2σt=425 ms and 2σf=1.5 Hz; for
f0=5 Hz, 2σt=255 ms and 2σf=2.5 Hz. TF analysis was performed
for both averaged and single-trial RRPs. To obtain total power, after

time–frequency decomposition of the single epochs, amplitude values
were squared and relevant time–frequency (TF) components were
extracted and analysed. A time window of 600 to 800 ms prior to the
stimulus onset was used to estimate background activity. The mean of
this baseline epoch was subtracted from the TF power measures at
each time point of the analysis epoch for each frequency band and
electrode. Thus, wavelet power quantification was normalised to the
power of the baseline period. To obtain normal distribution of the
time–frequency power values, all values were log-transformed (e.g.
Beste et al., 2010b, 2007). The TF components that were analysed
covered the delta (1.5–3 Hz), theta (4–7 Hz) and alpha (8–12 Hz)
frequency bands. The power of the alpha frequency band was
quantified its lower (8 Hz), middle (10 Hz) and upper (12 Hz) sub-
bands.

Statistics

The behavioural data (i.e. rate of false alarms and reaction times
for false alarms in Nogo trials) were analysed using paired samples t-
test to compare performance to stimuli presented in the LVF and
RVF. The electrophysiological data were analysed using repeated-
measures analyses of variance (ANOVAs) with the within-subjects
factors electrode (N2: FCz, Fz, Cz; P3: FCz, Pz), condition (Go, Nogo)
and visual half-field (RVF, LVF). When appropriate, the degrees of
freedom were adjusted using Greenhouse–Geisser correction. All
p-levels for post hoc t-tests were adjusted using Bonferroni correction.
Effect sizes were given as the proportion of variance accounted for
(partial η2). As a measure of variability, the standard error of the mean
(SEM) together with the mean values was given. All statistical analyses
were computed by using the software package PASW 18.0.

Results

Behavioural data

In Nogo-trials, the false alarm rate was higher for stimuli that were
presented in the LVF (16.4%+/−1.63) than for stimuli that were
presented in the RVF (12.9%+/−1.28) (t(29)=3,07; pb0.01). Also,
the reaction time for false alarms was shorter for stimuli that were
presented in the RVF (335.44 ms+/−5.51) than for stimuli that were
presented in the LVF (357.24 ms+/−5.94) (t(29)=6.45; pb0.001). In
Go-trials, the hit rate was in general very high and no difference
between the visual fields was observed (LVF: 95.98%+/−0.77; RVF:
95.86%+/−0.74; t(29)=0.33; p=0.74). Also, the reaction time for
correct trials was not significantly different between the visual fields
(LVF: 364.04 ms+/−5.81; RVF: 363.64 ms+/−5.95; t(29)=0.18;
p=0.86).

Neurophysiological data

N2
ERPs on Go- and Nogo-trials for stimulus presentation in the LVF

and RVF are shown in Fig. 1A.
As can be seen in the scalp topographies, the topography of the

Nogo-N2 was centred around electrodes Fz, FCz and Cz thus revealing
a typical N2-topography. Based upon this, the electrodes Fz, FCZ and
Cz were chosen for data analysis. For the amplitudes the ANOVA
revealed a significant main effect of electrode (F(2,58)=8.91; pb0.01;
η2=0.24). The Nogo-N2 was more negative at Fz (−15.55+/−1.06)
than at FCz (−14.21+/−1.58) or Cz (−9.26+/−1.85). Moreover
a significant main effect of condition emerged (F(1,29)=22.21;
pb0.001; η2=0.43), indicating that the N2 was more negative on
Nogo-trials (−15.57+/−1.43) than on Go-trials (−10.44+/−1.26).
Furthermore, a significant main effect of visual half-field was ob-
served (F(1,29)=5.12; pb0.05; η2=0.15). The N2 was more negative
to stimuli presented in the LVF (−14.14+/−1.36) than to stimuli
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presented in the RVF (−11.88+/−1.30). Interestingly, this effect
was modulated by the factor condition as revealed by a significant
interaction condition×visual half-field (F(1,29)=8.96; pb0.01; η2=
0.27). The asymmetry between the visual fields was only significant
in Nogo-trials (LVF:−17.41+/−1.65; RVF:−13.74+/−1.47; post-hoc

test: pb0.01) but not in Go-trials trials (LVF: −10.86+/−1.31; RVF:
−10.02+/−1.41; post-hoc test: p=0.84). All other main effects and
interactions did not reach significance (all Fb1.74, all pN0.19).

For the latencies the ANOVA revealed a significant main effect of
electrode (F(2,58)=24.11; pb0.001; η2=0.45). The N2 was prolonged

Fig. 1. Upper panel: Time course of ERP components at electrode FCz in the Go and the Nogo condition after stimulus presentation in the LVF and RVF including topographical maps
for the Nogo-N2 after stimulus presentation in the LVF and RVF: The time point 0 denotes the point of Go- or Nogo-stimulus presentation. Lower panel: Time course of activation
differences in left and right medial frontal and parietal cortices causing the difference in Nogo-N2 amplitudes between presenting stimuli in the LVF and RVF as revealed by sLORETA.
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at Fz (315.60 ms+/−4.48) compared to FCz (305.65 ms+/−5.06) and
Cz (284.17 ms+/−5.76). In addition, there was a significant interac-
tion electrode×condition (F(2,58)=5.85; pb0.05; η2=0.17). At Cz, the
N2 latency had a non-significant tendency to be prolonged on Nogo-
trials (294.28 ms+/−5.19) compared to Go-trials (274.07 ms+/−
8.88; post-hoc test: p=0.09). There was no such difference between
the conditions at FCz and Fz (both ps=1.00). All other main effects
and interactions did not reach significance (all Fb1.70, all pN0.06).

P3
For the amplitudes the ANOVA revealed a main effect of electrode

(F(1,29)=6.03; pb0.05; η2=0.17). Overall, the P3 was more positive
at Pz (23.05+/−2.09) than at FCz (15.22+/−2.15). This effect was
modulated by an electrode×condition interaction (F(1,29)=90.78;
pb0.001; η2=0.76) that indicated that the P3 was significantly more
positive at Pz (24.18+/−2.20) than at FCz (4.16+/−1.80) on Go-
trials (post-hoc test: pb0.001). In contrast, no significant difference in
P3 amplitude between Pz (21.92+/−2.09) and FCz (26.28+/−2.96)
was observed on Nogo-trials (post-hoc test: p=0.48).

The ANOVA also revealed a significant main effect of condition
(F(1,29)=61.92; pb0.001; η2=0.68), with the P3 being more positive
on Nogo-trials (24.10+/−1.81) than on Go-trials (14.17+/−1.19).
Moreover, a significant interaction condition×visual half-field
emerged (F(1,29)=5.24; pb0.05; η2=0.15). However, this effect
was rather weak, since post-hoc tests failed to reach significance for
both Nogo- (p=0.11) and Go-trials (p=1.00). All other main effects
and interactions did not reach significance (all Fb2.39, all pN0.07).

For the latencies the ANOVA revealed a main effect of electrode
(F(1,29)=66.50; pb0.001; η2=0.70), indicating longer Nogo-P3 laten-
cies at FCz (416.80 ms+/−7.33) than at Pz (376.05 ms+/−6.06).
All other main effects and interactions did not reach significance (all
Fb1.32, all pN0.07).

sLORETA analysis

For the Nogo-condition, the voxel-based sLORETA-images (6239
voxels at a spatial resolution of 5 mm) (Pascual-Marqui, 2002) were
compared between stimulus presentation in LVF versus the RVF using
the sLORETA built-in voxel-wise randomisation tests based on
statistical non-parametric mapping (SnPM), corrected for multiple
comparisons. The voxels with significant differences (pb0.01) were
located in the MNI brain. Brodmann areas (BA) as well as coordinates
in the MNI-brain were provided by the software (www.unizh.ch/
keyinst/NewLORETA/sLORETA/sLORETA.htm). The results of the
sLORETA analysis are given in Fig. 1B.

As can be seen in Fig. 1B the difference in Nogo-N2 amplitudes
between presenting stimuli in the LVF and RVF was due to differences
in activation in the left superior parietal cortex (BA7) and the left
inferior parietal cortex (BA40). Moreover, significant voxel cluster
were found in the left and right pre-SMA (BA6), medial frontal gyrus
(MFG) (BA9) and the anterior cingulate gyrus (ACC) (BA32). In all
these areas presentation in the RVF produced less activation than
presentation in the LVF.

Time–frequency decomposition

The results of the time–frequency decomposition are given in
Fig. 2.

As can be seen in Fig. 2 there was strong increase in total wavelet
power in the delta and theta frequency bands in Nogo, compared to
Go-trials. For the Nogo-trials, the plots denote differences between
left (LVF) and right visual field (RVF) presentation of stimuli
especially in the delta frequency band range. However, there was
also activation in the sub-delta frequency band in the RVF-condition.
Moreover, activity in this frequency band was evident from 400 ms
onwards and thus not related to Nogo-N2, which, according to the

time-domain analysis, peaked between 270 and 300 ms after stimulus
presentation. The extraction of total wavelet power in the delta and
theta frequency bands was therefore confined to this time interval.
In the Nogo-condition power in the delta and theta frequency bands
was highly correlated (LVF: r=0.50; pb0.01; RVF: r=0.37; pb0.05).
Therefore, the delta and theta frequency bands were analysed
in separate ANOVAs (see also: Kolev et al., 2010; Beste et al., 2010b).

Delta
For the delta band a 2×2 repeated measures ANOVA with the

within-subjects factors condition (Go, Nogo) and visual half-field (RVF,
LVF) revealed a main effect of condition (F(1,29)=24.20; pb0.001;
η2=0.45) indicating more power in the Nogo-trials (4.16+/−0.06)
than in Go-trials (3.84+/−0.05). A significant interaction condition×
half-field (F(1,29)=5.15; pb0.05; η2=0.15) indicated, that this dif-
ference between the conditions was more pronounced in the LVF
(Go: 3.79+/−0.06; Nogo: 4.22+/−0.06; post-hoc test: pb0.001) than
in the RVF (Go: 3.88+/−0.05; Nogo: 4.09+/−0.08; post-hoc test: pb
0.05). The main effect of side failed to reach significance (F(1,29)=0.09;
p=0.77).

Theta
For the theta band the ANOVA revealed a main effect of condition

(F(1,29)=82.68; pb0.001; η2=0.74) indicating more power in the
Nogo-trials (4.25+/−0.09) than in Go-trials (3.75+/−0.07). All
other main effects and interactions did not reach significance (all
Fb2.38, all pN0.13).

Alpha
For the alpha band a 2×2×3 repeated measures ANOVA with

the within-subjects factors condition (Go, Nogo), visual half-field (RVF,
LVF) and alpha frequency sub-band (lower, middle and upper) was cal-
culated. The ANOVA revealed a significant main effect frequency band
with the power being highest in the lower alpha band (2.99+/−0.07)
and consecutively lower in the middle (2.64+/−0.07) and upper
(2.40+/−0.07) alpha frequency band (F(2,58)=92.20; pb0.001; η2=
0.76). Moreover, the power was generally higher in Nogo (2.91+/−
0.08), compared to Go (2.45+/−0.08) trials (F(1,29)=33.77; pb
0.001; η2=0.54). This difference between Go and Nogo trials was
more pronounced in the lower (Go: 2.68+/−0.09; Nogo: 3.30+/−
0.08; post hoc test pb0.001), and middle (Go: 2.44+/−0.09; Nogo:
2.85+/−0.08; post hoc test pb0.001) than in the upper (Go: 2.24+/−
0.08; Nogo: 2.57+/−0.08; post hoc testpb0.01) alpha frequency range
as indicated by an interaction condition×alpha frequency sub-band
(F(2,58)=8.77; pb0.01; η2=0.23). Moreover, there was a significant
interaction condition×half-field (F(1,29)=11.86; pb0.01; η2=0.29)
indicating that the difference between the conditions was more
pronounced in the LVF (Go: 2.37+/−0.11; Nogo: 3.01+/−0.08;
post-hoc test: pb0.001) than in the RVF (Go: 2.54+/−0.08; Nogo:
2.81+/−0.11; post-hoc test: pb0.01). All other main effects and
interactions did not reach significance (all Fsb0.65; all psN0.45).

Discussion

In this study we investigated the modulation of response-related
inhibitory processes by functional cerebral asymmetries (FCAs) via
ERPs, sLORETA and time–frequency decomposition analysis. On the
behavioural level, participants committed fewer false alarms to verbal
Nogo stimuli presented in the RVF compared to stimuli presented in
the LVF, reflecting the left-hemispheric dominance for the processing
of verbal stimuli (Hugdahl, 2000; Corballis, 2003; Hirnstein et al.,
2008; Westerhausen and Hugdahl, 2008). Since the reaction time for
false alarms was also shorter for stimuli that were presented in the
RVF than for those presented in the LVF, this effect is not due to a
speed-accuracy trade-off. This is in line with the findings of Measso
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and Zaidel (1990) who also reported a greater efficacy of the left
hemisphere in a verbal Go/Nogo task.

In the ERP data, asymmetry effects were observed in the N2
amplitudes, but not in the latencies. We observed an attenuation of
the Nogo-N2 when response inhibition was driven by verbal stimuli
presented in the RVF compared to the LVF: Since this asymmetry was
absent on Go-trials, it specifically reflects the influence of FCAs on
inhibition processes and not a general difference between the two
hemispheres in Go/Nogo task. Interestingly, the modulation of
neuronal processes underlying response inhibition by FCAs is mainly
confined to the N2. While the interaction between condition and
visual half-field also reached significance for the P3 amplitudes, the
variance accounted for by this interaction was only 15% compared to
27% for the N2 amplitude and the post-hoc tests failed to reach
significance for both Go- and Nogo-trials. In this regard it has to
acknowledge that the unequal frequencies of Go and Nogo trials may
bias the P3 (i.e., oddball effects), thus a clear-cut interpretation of this
effect is difficult. This confinement of asymmetry effects to the N2
suggests that FCAs modulate specifically those sub-processes of
response inhibition that are related to conflict monitoring and/or
the efficacy of pre-motor inhibition processes (Falkenstein et al.,
1999; Nieuwenhuis et al., 2003).

Using sLORETA, significant voxel cluster were found in the left and
right pre-SMA (BA6), medial frontal gyrus (MFG) (BA9) and the ACC
(BA32). While the pre-SMA is involved in the selection of action sets
(for a review see Rushworth et al., 2004), the MFG plays a critical role
in performance monitoring and subsequent adjustments of behaviour
(for a review see Ridderinkhof et al., 2004). An involvement of the ACC
in response inhibition and its general role in response monitoring
functions have been found by a number of studies (van Veen and
Carter, 2002; Nieuwenhuis et al., 2003; Ridderinkhof et al., 2004b;
Bekker et al., 2005; Yeung and Cohen, 2006; Beste et al., 2008a, 2008b;
Wild-Wall et al., 2008; Wascher and Beste, 2010).

The time–frequency analysis shows that during Nogo trials phase-
locked frequency band power was increased, compared to Go trials in
all examined frequency bands (from delta to alpha). Within the alpha
frequency band this difference between conditions was especially
expressed in the lower alpha frequency band. The involvement of the
alpha frequency band is in accordance with the literature suggesting a
role of the alpha frequency band in response inhibition (Klimesch
et al., 2007). Moreover, we could show that response inhibition effects
are not confined to the alpha frequency band, but were evident in
lower frequency bands (delta and theta), too, which fits well to
studies in different areas that account for a role of these frequency

Fig. 2. Total wavelet power in frequency range between 0 and 10 Hz in the Go and the Nogo condition after stimulus presentation in the LVF and RVF. The time point 0 denotes the
point of Go- or Nogo-stimulus presentation.
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bands for general response monitoring processes (e.g. Beste et al.,
2010b; Yordanova et al., 2004).

Interestingly, FCAs did only affect the delta and alpha frequency
bands, but not the frequencies in the theta band. Moreover, in the
alpha band, all three sub-bands are equally affected by FCAs, since
only an interaction condition×half-field was observed, but no
interaction between frequency sub-bands and these variables was
evident. This suggests that themodulatory effects of FCAs on response
inhibition and maybe executive functions in general get manifested
via very circumscribed frequencies in the lower range, as well as via a
broader frequency spectrum in the alpha band.

The above findings suggest that functional cerebral asymmetries
strongly modulate the efficacy of response inhibition processes and
parietal areas (BA7 and BA40) seem hereby to play an important role.
In these areas, differences between left and right hemispheric
stimulation were even stronger than in frontal areas (as indicated
by t-values of the sLORETA), and also the temporal dynamics were
different: Before the peak of the Nogo-N2 (see Fig. 1B) activation
differences between left and right hemispheric stimulus presentation
were observed in BA7. At the peak of the Nogo-N2, condition-
dependent differences in activation became also evident in BA40 and
remained there, while activation differences in BA7 subsequently
disappeared. In frontal regions no such changes were evident.

Several studies suggest that BA7 gets activated whenever
incoming information is complex, or degraded, but is essential for
subsequent behavioural processes (e.g. Fokin et al., 2008; Takeichi
et al., 2010). The current results show that BA7 is less activated, when
stimuli are presented to the language dominant left (the RVF),
compared to the on-dominant right hemisphere (the LFV). It is
conceivable that the non-dominant right hemisphere is not suffi-
ciently able to trigger response inhibition using verbal stimuli.
Therefore this information has to be transferred to the dominant
left hemisphere. This could be mediated via the posterior parietal
cortex (BA7) which may in turn trigger BA40. Brodmann area 40 is
functionally heterogeneous and has been found to be involved in
visual word recognition and to contribute to the reading processes
(e.g. Stoeckel et al., 2009). Since the left hemisphere is highly
specialised for the processing of verbal stimuli the visual word
recognition process is less demanding for stimuli presented in the
RVF. This leads to less activation in BA40 in the later stages of the
inhibition process. In this sense, the increased activation in left BA7
and BA40 may constitute compensatory processes to ensure effective
response inhibition. This interpretation is in line with a recent study
by Gothelf et al. (2007) in which significantly greater activation in
both of these areas during response inhibition was evident in subjects
having deficits in several aspects of cognitive control and conflict
monitoring (Bish et al., 2005).

When interpreting the results of the present study, it has to be
noted that, while it is likely that the effects are caused by the left
hemispheric dominance for verbal information processing, other
explanations might also be possible. To rule out such alternative
explanations (e.g. a hypothetical left hemispheric dominance for
response inhibition) it would be an interesting follow-up study to run
an experiment in which the participants have to perform a Go/Nogo-
task with the same stimuli as in the present study but are asked to
analyse spatial instead of verbal aspects of the stimuli. Alternatively,
an experiment may be conceived in which participants have to react
to spatial stimuli (e.g. complex abstract figures). If the effects
observed in the present study would disappear in such spatial Go/
Nogo task, it would make a strong argument for the interpretation
that the effects are indeed caused by the left hemispheric dominance
for verbal information processing.

In summary, functional cerebral asymmetries affect response
inhibition functions related to conflict monitoring that are mediated
by bilateral medial-prefrontal and left parietal networks. Importantly,
the study further shows that asymmetries in behavioural performance

do not necessarily reflect differences in the overall capability of one
hemisphere to solve a certain task. Instead, after initial segregated
sensory processing, both hemispheres interact to ensure efficient
performance. This suggests that even though information is initially
confined to one hemisphere, this does not primarily cause behavioural
asymmetries. Instead, hemispheric dominances in information pro-
cessing can induce differences in demands on cognitive processes
operating via bilateral networks that ultimately drive behavioural
asymmetries.
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